


Labeling 3D data is expensive



Learning with less supervision

Self-supervised Learning: Using a pretext task to learn representations that are useful for solving 

downstream tasks

Pretext tasks: 

● Shuffling and rearranging parts

● Colorizing grayscale image

● Inpainting

● Counting

● Rotation



Rotation Prediction on Point Clouds



Self-supervised Learning of Point Clouds



Distribution of Angles



Classification Accuracy on ModelNet40



Learning with Fewer Labels



3D Keypoint Prediction 
Pre-training on rotation prediction and fine-tuning on keypoint regression



3D Keypoint Prediction with Fewer Labels
 



3D Keypoint Prediction


